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Abstract. We use Bayesian decision theory to address a variable selection problem arising in at-
tempts to indirectly measure the quality of hospital care, by comparing observed mortality rates to
expected values based on patient sickness at admission. Our method weighs data collection costs
against predictive accuracy to find an optimal subset of the available admission sickness variables.
The approach involves maximizing expected utility across possible subsets, using Monte Carlo meth-
ods based on random division of the available data intoN modeling and validation splits to approx-
imate the expectation. After exploring the geometry of the solution space, we compare a variety of
stochastic optimization methods — including genetic algorithms (GA), simulated annealing (SA),
tabu search (TS), threshold acceptance (TA), and messy simulated annealing (MSA) — on their
performance in finding good subsets of variables, and we clarify the role ofN in the optimization.
Preliminary results indicate that TS is somewhat better than TA and SA in this problem, with MSA
and GA well behind the other three methods. Sensitivity analysis reveals broad stability of our
conclusions.
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1. Introduction

An important topic in health policy is the assessment of the quality of health care
offered to hospitalized patients (Daley et al., 1988; Kahn et al., 1990b). Quality
of care is usually thought to depend mainly on three ingredients (Donabedian,
1981): (i)process, which is what health care providers do on behalf of patients, (ii)
outcomes, which are what happens to patients as a result of the care they receive,
and (iii) patientsickness at admission, because the appropriateness of outcomes
cannot be judged without taking account of the burden of illness brought to the
hospital by its patients.

A direct audit of the processes of care is usually regarded as the single most
informative component in an evaluation of quality, but process is much more ex-
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pensive to measure than outcomes or admission sickness (Kahn et al., 1990a).
Interest has therefore focused in recent years, in countries such as the United States
and Britain, on an indirect method of assessment – which might be termed the
input-outputapproach (Draper, 1995)1 – in which hospital outcomes (for instance,
death within 30 days of admission) are compared after adjusting for differences in
inputs (sickness at admission). The idea is to treat what goes on inside the hospital
– process – as a black box, with the contents of the box inferred by examining its
outputs after taking account of its inputs (Jencks et al., 1988, Kahn et al., 1988).

Quality of care measurement. In practice, to indirectly measure quality of care at
any given moment in time, this strategy proceeds by (a) taking a sample of hospitals
and a sample of patients in the chosen hospitals, (b) obtaining death outcomes
for the sampled patients (for example, from central government data bases), (c)
extracting information on admission sickness from the medical records of these
patients, (d) forming an expected mortality rate for each hospital based on (c), and
(e) comparing observed and expected mortality to identify unusual hospitals (on
both the ‘good’ and ‘bad’ ends of the spectrum). This would involve abstracting
data from the charts of many thousands of patients if it were attempted on a large
scale; thus thecost-effectivemeasurement of admission sickness is crucial to this
approach (because, beyond a certain point, money spent on improving the sickness
adjustment would be better spent by getting data on new patients and hospitals).

Quality of care assessment is a highly disease-specific activity: for instance,
the right admission sickness variables to examine for pneumonia would be quite
different from those for heart attack. With any given disease there will be on the
order of 100 separate variables potentially available in the medical record that are
directly or indirectly related to admission sickness (Keeler et al., 1990). In the case
of pneumonia, for example, on which we focus exclusively in this paper, a list of
the important variables from a clinical perspective would include such things as
systolic blood pressure on day 1 of admission, the presence or absence of prior
respiratory failure, and the blood urea nitrogen (BUN) level (a measure of kidney
functioning; see Table 1 below).

Constructing a sickness scale. The standard method for creating an expected
mortality rate from these admission sickness inputs is logistic regression (Hosmer
and Lemeshow, 1989), with 30-day death as the outcome, and using a nationally-
representative sample of patients to normalize the expectation to average care across
the nation. Typically a frequentist variable-selection method – such as all-subsets
regression (Weisberg, 1985) – is employed to find a parsimonious and clinically
reasonable subset of the available sickness variables. In a major US study of quality
of hospital care for elderly patients conducted by the Rand Corporation in the late
1980s, this approach was used (Keeler et al., 1990) to reduce the list of 83 available
sickness indicators for pneumonia down to a core of 14 predictors.
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As good as the resulting 14-variable scale may be on grounds of simplicity and
ease of clinical communication, we take the view in this paper that – when the goal
is the creation of a sickness scale that may be used prospectively to measure quality
of care on a new set of patients not yet examined – the original Rand approach is
sub-optimal, because it takes no account of differences in thecost of data col-
lectionamong the available predictors (which varied for pneumonia from roughly
30 seconds to 10 minutes of abstraction time per variable). The Rand approach
represents a kind of benefit-only analysis; we propose a cost-benefit analysis, in
which variables are chosen for the final scale only when they predict mortality well
enoughgiven how much they cost to collect.

The need for optimization methods. Weighing data-collection costs against the
accuracy of prediction creates a large optimization problem which cannot be solved
by brute-force enumeration: for example, whenp = 83 it is necessary to compare
2p

.= 9.7 · 1024 subsets of sickness variables, and even at the rate of 100 subsets
examined per second – which is far faster than present computational resources
permit – it would take more than 3·1015 years to find the optimal subset by looking
at all of them. Our main methodological goal here is therefore to find an efficient
global optimization technique by comparing a variety of such methods on their
ability to find good subsets.

The plan of the present paper is as follows. In Section 2 we formulate the basic
problem more precisely; Section 3 presents results in a special case involving only
p = 14 variables, where direct examination of all possible models suffices to
identify the best subsets; and in Section 4 we explore the geometry of the solution
space. The quantity we propose to optimize cannot be computed exactly in closed
form, so we estimate it by Monte Carlo methods, and Section 5 clarifies the role of
N , the number of simulation replications, in the optimization process. In Section 6
we present some preliminary findings comparing five optimization techniques in a
version of thep = 14 case in which all of the methods are severely constrained on
the total CPU time available for the search; Section 7 offers a variety of sensitivity
analyses exploring the robustness of our formulation and results; and in Section 8
we conclude with discussion and comments on future work.

2. Problem Formulation

Suppose (a) the 30-day mortality outcomeyi and data onp sickness indicators
(xi1, . . . , xip) have been collected onn individuals sampled randomly from a pop-
ulationP of patients with a given disease, and (b) the goal is to predict the death
outcome form new patients who will in the future be sampled randomly fromP ,
(c) on the basis of some or all of the predictorsxj , when (d) the marginal costs of
data collection per patientc1, . . . , cp for thexj vary considerably. What is the best
subset of thexj to choose, if a fixed amount of money is available for this task and
you are rewarded (and penalized) for the quality of your predictions?
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To solve this problem we use a Bayesian decision-theoretic approach based on
maximization of expected utility (Bernardo and Smith, 1994). Any utility function
given this setup would have two components, one to quantify data collection costs
and one to keep track of predictive accuracy. (Lindley, 1968) recommended an
approach similar to ours in a more general framework, using squared error loss to
quantify predictive performance; we use a utility structure more closely tailored to
the health policy context of our problem.

Data-collection utility. We follow traditional statistical usage and refer to a subset
of the xj as amodel. One difficulty with the problem statement above is that by
definition the future patients are unobserved, but – given that both the present and
future samples are randomly drawn fromP – a random subsample of the available
data will be a good proxy for the future data. Thus to estimate the predictive success
of a given model on future patients we use the cross-validation idea (Hadorn et al.,
1992) of (1) dividing the available data at random into modeling and validation
subsamplesM andV , of sizenM andnV = n − nM (respectively); (2) fitting the
model to the data inM; and (3) evaluating its predictive accuracy onV . In Sections
3–6 we present results with the choice

(
nM
n
, nV
n

) = (2
3,

1
3

)
; Section 7 contains some

results on the sensitivity of our findings to this choice.
In our approach we quantify utility in monetary terms, so that the data collection

utility is simply the negative of the total amount of money required to gather data on
the specified predictor subset. LettingIj = 1 if xj is included in a given model (and
0 otherwise), the data-collection utility associated with subsetI = (I1, . . . , Ip) for
patients in the validation subsample is

UD(I) = −nV
p∑
j=1

cj Ij , (1)

where cj is the marginal cost per patient of data abstraction for variablej . In
the Rand study described in Section 1, the data – on which we demonstrate our
methods below – consisted of a representative sample of 16,792 elderly American
patients hospitalized in the period 1980–86 with one of six high-prevalence dis-
eases. As mentioned above, we focus here on pneumonia, for which the sample
size wasn = 2,532; the marginal costs per variable in this study were obtained by
approximating the average amount of time needed by qualified nurses to abstract
each variable from medical records and multiplying these times by the mean wage
(about US$20 per hour in 1990) for the abstraction personnel. Table 1 shows the
14 variables in the Rand scale mentioned in Section 1 (APACHE II (Knaus et al.,
1985) is a sickness scale developed for intensive care patients), together with their
marginal costs and simple correlations with 30-day death (a measure of univariate
predictive accuracy).

Predictive utility: one approach. To measure the accuracy of a model’s pre-
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Table 1. The 14 variables in the Rand pneumonia admission sickness scale, to-
gether with their approximate data collection costs per patient and correlation with
30-day death (CHF = congestive heart failure). The final column will be explained
in Section 3

Variable Costcj Correlation Good?
(US$) with death

Total APACHE II score (36-point scale) 3.33 0.39
Age 0.50 0.17 ∗
Systolic blood pressure score (2-point scale) 0.17 0.29 ∗∗
Chest X-ray CHF score (3-point scale) 0.83 0.10
Blood urea nitrogen (BUN) 0.50 0.32 ∗∗
APACHE II coma score (3-point scale) 0.83 0.35 ∗∗
Serum albumin (3-point scale) 0.50 0.20 ∗
Shortness of breath (yes, no) 0.33 0.13 ∗∗
Respiratory distress (yes, no) 0.33 0.18 ∗
Septic complications (yes, no) 1.00 0.06
Prior respiratory failure (yes, no) 0.67 0.08
Recently hospitalized (yes, no) 0.67 0.14
Ambulatory score (3-point scale) 0.83 0.22
Temperature 0.17 −0.06 ∗

dictions, a metric is needed which quantifies the discrepancy between the actual
and predicted values, and in our problem this metric must come out in monetary
terms on a scale comparable to that employed with the data-collection utility. In
the setting of this case study the actual valuesyi are binary death indicators and
the predicted valueŝpi , based on statistical modeling, take the form of estimated
death probabilities. We have chosen an approach to the comparison of actual and
predicted values that involves dichotomizing thep̂i with respect to a cutoff, to
mimic the decision-making reality that actions taken on the basis of input-output
quality assessment will have an all-or-nothing character at the hospital level (for
example, regulators either may or may not subject a given hospital to a more de-
tailed, more expensive quality audit based on process criteria). Other, continuous,
approaches to the quantification of predictive utility are possible (e.g., a log scoring
method (Bernardo and Smith, 1994)); we intend to explore this in future sensitivity
analyses.

In the first step of our approach, given a particular predictor subsetI , we fit
a logistic regression model to the modeling subsampleM and apply this model
to the validation subsampleV to create predicted death probabilitiesp̂Ii . In more
detail, lettingyi = 1 if patienti dies and 0 otherwise, and takingxi1, . . . , xik to be
thek sickness predictors for this patient under modelI , the statistical assumptions
underlying logistic regression in this case are

(yi |pIi )
indep∼ Bernoulli(pIi ),

log(
pIi

1−pIi
) = β0+ β1xi1 + . . .+ βkxik.

(2)
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Table 2. Cross-tabulation of actual versus predicted
death status. The left-hand table records the monetary
rewards and penalties for correct and incorrect predic-
tions; the right-hand table summarizes the frequencies
in the 2× 2 tabulation

Rewards and Counts

penalties

Predicted Predicted

Died Lived Died Lived

Actual Died C11 C12 n11 n12

Lived C21 C22 n21 n22

We use maximum likelihood to fit this model, obtaining a vectorβ̂ of estimated
logistic regression coefficients, from which the predicted death probabilities for
the patients in subsampleV are given by

p̂Ii =
1+ exp

− k∑
j=0

β̂j xij

−1

, (3)

wherexi0 = 1 (p̂Ii may be thought of as the sickness score for patienti under
modelI ).

In the second step of our approach, we classify patienti as predicted dead
or alive according to whether̂pIi exceeds or falls short of a cutoffp∗, which is
chosen – by searching on a discrete grid from 0.01 to 0.99 by steps of 0.01 – to
maximize the predictive accuracy of modelI . We then cross-tabulate actual versus
predicted death status in a 2×2 contingency table, rewarding and penalizing model
I according to the numbers of patients in the validation sample which fall into the
cells2 of the right-hand part of Table 2. The left-hand part of this table records the
rewards and penalties in US$. The predictive utility of modelI is then

UP (I ) =
2∑
l=1

2∑
m=1

Clmnlm. (4)

HereC11 andC22 should be positive andC12 andC21 negative, and since it is
easier to correctly predict that a person lives than dies with these data (the overall
pneumonia 30-day death rate in our sample was 16%) it is natural to choose the
Clm so thatC11 > C22. It is also clear from the fact that it is worse to label a ‘bad’
hospital as ‘good’ than the other way around that one should take|C12| > |C21|,
and furthermore that the magnitudes of the penalties should exceed those of the
rewards. Based on discussions with health experts in the US and UK, the results
below in Sections 3–6 use the values(C11, C12, C21, C22) = 8.7 · (4,−16,−8,1);
in Section 7 we present a sensitivity analysis on the choice of theClm.
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Total expected utility. The overall expected utility function to be maximized over
I is then simply

E [U(I)] = E [UD(I)+ UP (I )] . (5)

In practice we use Monte Carlo methods to evaluate this expectation, averaging
overN random modeling and validation splits.

3. Full Enumeration Results in the Casep = 14

With p predictors to choose from, the expected utility maximization is over 2p

possible subsets of variables. With our data it takes about 0.4 second on a Sun
UltraSPARC Enterprise 250 computer running Unix at 400 Mhz to evaluate Equa-
tion (5) for a single modeling/validation split with efficient code, so (as mentioned
in Section 1) it is computationally infeasible given present computing resources
– even with a moderate choice ofN – to perform exhaustive enumeration for all
p = 83 sickness indicators for pneumonia. Attention thus naturally focuses on
stochastic optimization as a way to find ‘good’ (near-optimal) subsets for largep.

The most straightforward way to compare optimization methods in this situation
is to create a test-case in which the truth about all 2p models is known (up to small
Monte Carlo uncertainty), so that the actual quality of subsets discovered by any
given optimization method may be ascertained. We chose to do this by performing
a full enumeration3 of the estimated expected utility of all 2p = 16,384 possible
subsets of thep = 14 variables chosen in the Rand sickness scale for pneumonia
(Table 1), in which each estimate of Equation (5) was based onN = 500 random
splits (this choice ofN was sufficient to yield a Monte Carlo standard error for
each expected utility estimate of only about US$0.05).

Figure 1 presents parallel boxplots4 of the estimated expected utilities of the
16,384 models in thep = 14 case as a function ofk, the number of predictors in
each model. Several conclusions are evident from a detailed examination of this
figure and the data on which it is based, as follows.

− The trace of the median expected utilities (the white lines in the middle of the
boxes) as a function ofk clearly shows the tradeoff between data collection
cost and predictive accuracy: for smallk the models don’t cost very much
but predict poorly, and for largek the predictions are excellent but the cost
is too high, so that the best models are in the middle. In particular the full
14-variable Rand scale is highly inefficient (and slightly worse in monetary
terms than using no sickness indicators at all, i.e., predicting death at random
with probability 0.16).

− The 20 best models include the same 3 variables 19 or more times out of
20, and never include 5 of the other variables; the five best models are minor
variations on each other, and include 4-6 variables. The eight variables which
occur most frequently in the 20 best models are identified with asterisks in
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Figure 1. Parallel boxplots in thep = 14 case, showing estimated expected utility as a
function of number of predictors (k) retained, based onN = 500 data splits.

Table 1; the global optimum subset of predictors has double asterisks. The
single best univariate predictor, the total APACHE II score, does not appear
in any of the good models because it is so costly to collect – BUN and the
APACHE II coma score predict death (univariately) almost as well and are
much cheaper to obtain.

− The best models cost almost US$8 per patient less than the full 14-variable
model, which would yield significant savings annually if the input-output
approach were to be implemented on a widespread basis.

4. Geometry of the Solution Space

Optimization methods such as simulated annealing (Kirkpatrick et al., 1983) and
tabu search (Glover, 1989) require the specification of a neighborhood structure
across models, so that – having evaluated the quality of a given model – one
can judge where best to move next in the search for the global optimum. In our
problem a model is a vector ofp 1s and 0s specifying the presence or absence
of each predictor in the subset of available variables, and a natural first choice for
neighborhood structure is based on moves which select a single bit in the binary
string and flip it from 0 to 1 or vice versa (call such moves1-bit flips).

Whatever the neighborhood structure, the space of all possible models can be
visualized as a tree (Knuth, 1968). Figure 2 shows the 24 = 16 models for one
particular choice ofk = 4 variables chosen from among the 14 predictors in
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Figure 2. Tree of adjacent models (k = 4) expanded out to four levels, with the neighborhood
structure induced by moves based on one-bit flips. The horizontal and vertical scales are
arbitrary.

the Rand scale, with the tree expanded out to four levels (in the notation of this
figure, models 1-16 are{0000,1000,0100, . . . ,1111}, respectively). Figure 3 is a
perspective plot of the expected utility ‘surface’ corresponding to Figure 2, with all
points not actually part of the tree set to zero for contrast. While it is true that the
quality of a given model’s neighbors is sometimes similar to that of the model itself,
it is also evident that adjacent models can have sharply different expected utilities,
demonstrating the discontinuity of the solution space in our problem: good models
do not necessarily have good models as neighbors. This has implications for the
optimal search strategy – methods that spend considerable time exploring local
alternatives to good models may not perform as well as methods that frequently
make large jumps around the model space, but too much jumping around in an
unguided way will yield poor performance as well.

5. Optimal Choice ofN

To make a fair comparison among optimization methods it is natural to ask how
well each method performs when permitted no more than a fixed amount of CPU
time. In our problem, under such a constraint, the role ofN – the number of random
modeling and validation splits of the data on which the Monte Carlo estimate of
Equation (5) is based – requires consideration: ifN is small many models can be
evaluated but the estimates of their quality will be noisy, often leading to incorrect
decisions about which models are good, whereas ifN is large the quality of each
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Figure 3. Perspective plot of the expected utility ‘surface’ for the 4-variable tree expanded out
to four levels. TheX andY axes correspond to the horizontal and vertical axes in Figure 2;
theZ axis plots the estimated expected utilities of the 16 models (from a full-enumeration
exercise like that described in Section 3), shifted so that the median utility is zero.

model visited will be known accurately but there will not be time to evaluate many
models.

As an instance of this phenomenon, Figure 4 presents an example of the per-
formance of simulated annealing (SA; see Section 6) in our problem, in a run with
p = 14 in which SA found the global optimum solution described in Section 3. We
used a geometric cooling schedule (Stander and Silverman, 1994) from a starting
temperature of 1 to a final temperature of 0.001, and moves from one model to
another were based on 1-bit flips. The run consisted of 4,989 iterations, withN

beginning at 1 and increasing geometrically to 50, and the null model (with no
predictors) was used as the starting value. Four aspects of the run are plotted:
(apparent) estimated expected utility andN (the left- and right-hand vertical scales
in the upper panel), and dimensionk of the current model and temperature (the
left- and right-hand scales in the lower panel). It is evident that from about iteration
3,000 to the end SA primarily visited good models with 3-7 predictors (the optimal
range in Figure 1), but the method spent much of its time before that point looking
at models known from the results in Section 3 to be inferior. This may well be (in
part) because values ofN that were too small were used early in the run: note, for
example, that in the first 1,000 iterations (whenN was at most 2) SA found several
models with apparent estimated expected utility of about−6, which is much larger
than the actual utility of the best models.

To explore the optimal choice ofN in a simple setting, as a way of informing
its choice in our main results, we compared two search strategies: random-walk
in model space (a) withN = 1, and (b) withN > 1. Each strategy was given a
budget ofM utility evaluations (which is equivalent to a CPU constraint); strategy
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Figure 4. Performance of simulated annealing on a run that found the global optimum in the
p = 14 case, allowing the method 24 hours of CPU time at 400 MHz. The top panel plots
the (apparent) estimated expected utility (solid line, left-hand vertical axis) andN (dotted
line, right-hand axis) against iteration number, and the bottom panel does the same for model
dimension (solid line, left-hand vertical axis) and temperature (dotted line, right-hand axis).

Figure 5. Actual expected utility as a function ofN for a random-walk search strategy (the
horizontal scale is logarithmic).
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(a) visitedM models chosen at random from the 16,384 possible models in the
p = 14 case, with each model having its expected utility evaluated only once,
whereas strategy (b) visitedM

N
models at random and estimated the expected util-

ity as an average ofN evaluations across random model/validation splits, forN

varying from 2 to 50. In each simulation replication theactual expected utility
(from the full-enumeration results of Section 3) of the model with the maximum
apparentexpected utility across all models visited was recorded, and we repeated
this exercise 3,000 times for each value ofN and forM varying from 3,600 to
28,800.

Figure 5 summarizes the results for the extremes ofM we examined. The
concave, roughly quadratic curves (with 95% uncertainty bands plotted as solid
vertical lines) trace out the meanactualexpected utility as a function ofN across
the simulation replications; the horizontal line in each plot (with 95% uncertainty
bands as dotted lines) gives the results from a separate set of runs withN = 1 for
comparison. ForM = 3,600 the optimumN is attained between 5 and 10, with
the results forN = 50 about as bad as those withN = 1. When the number of
utility evaluations is increased by a factor of 8, both strategies naturally find better
models and the optimalN increases to about 10 (although values ofN between 10
and 30 do almost as well as N= 10). Even though strategies (a) and (b) are much
less sophisticated than those examined in Section 6, we have found that the results
described here are a good guide to the sensible choice ofN when more intelligent
global optimization methods are used instead.

6. Preliminary Comparison of Optimization Methods

We have completed a preliminary comparison, on thep = 14 case, of five5 stochastic
optimization methods:

− a genetic algorithm (GA): a classic approach (Holland, 1975) whose crossover
and mutation moves are motivated by evolutionary ideas;

− tabu search (TS): a promising heuristic method based on three phases: pre-
liminary search (to find promising regions of model space), intensification (to
explore these regions in more detail), and diversification (to strike out into
completely new regions);

− simulated annealing (SA): another classic approach in which moves to mod-
els with lower values of the criterion function are accepted with decreasing
probability (governed by the diminishingtemperatureof the process) as the
iterative search progresses, to avoid getting stuck in local optima;

− messy simulated annealing (MSA): a variation (Kvasnic̆ka and Pospíchal,
1995) of SA in which moves from the current model are motivated by ideas
similar to those in GA; and

− threshold acceptance (TA): a different variation of SA (Dueck and Scheuer,
1990) in which a move to a model worse than the current state is only accepted
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if its criterion function value differs from that of the current model by no more
than a threshold.

To give all of the methods a realistically small amount of CPU time withp = 14
(to simulate the situation with largerp), we made a number of runs forcing each
method to only use 10 or 20 minutes of CPU time at 400 (Unix) MHz. With TA
and SA we alternated 1-bit flips with a second move type:2-bit swaps, in which a
random subset of two variables is chosen and their inclusion indicators, if different,
are interchanged.

In these runs we also implemented an improvement involving adaptive choice
of N : previously in a fixed–N run with (say)N = 10 all models were evaluated
with N = 10. In the adaptive method (i) 20 models are chosen at random to
initialize the search and evaluated withN∗ = 10, creating aleague tableof the
current 20 best models; and (ii) a new model is chosen and evaluated once. If its
apparent utility would seem to place it somewhere in the current league table, the
utility is evaluated for(N∗ − 1) = 9 more random splits and the average over the
N∗ values is computed – if it still belongs in the league table it is added at the
appropriate place; if not it is discarded. We found that thisadaptive–N∗ approach
was significantly better than the fixed-N approach for all optimization methods we
examined.

Table 3 presents the results of our preliminary comparison with 10 and 20
minutes of CPU time. The adaptive-N∗ method was used throughout; see the Ap-
pendix for implementation details on all five optimization techniques. Each row in
the table represents the best of eight runs, corresponding toN∗ = {1,2,3,4,5,10,
15,20}. In keeping with the likely use of our method in health policy, in which a list
of theb best models would be presented to decision-makers for a check on clinical
face-validity, we examined three summaries of how well each method recovered
the b = 20 best models from the full-enumeration exercise: (1) how many of
the actual 20 best models were in each method’s announced list of 20 best, and
the actual ranks of the (2) best and (3) worst models in the apparent 20 best. (In
column 4 of Table 3 we also report the mean and standard deviation (SD) of the
actual utility of the 20 best models found by each method.) In these preliminary
comparisons6 (and others not shown here for reasons of space) we found that TS
was the overall best method in our problem (routinely able to locate about 75%
of the 20 best models in only 20 minutes of CPU time), with TA and SA not far
behind; MSA came in an unimpressive fourth, and GA decisively brought up the
rear. Given that differences of 0.20 or more on the utility scale are large in practical
terms in our problem (because of the financial implications of such differences),
the utility results in Table 3 convey a similar message.

By looking at the geometry of the solution space we showed in Section 4 that
good methods in our problem need to strike a compromise between respecting
the local neighborhood structure and making bold jumps around the model space.
Careful examination of GA and TS results indicates that the crossover operation
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Table 3. Preliminary results comparing simulated annealing (SA),
messy simulated annealing (MSA), tabu search (TS), threshold accept-
ance (TA), and genetic algorithms (GA). The adaptive-N∗ method was
used in all cases. Boldface indicates the best result in each column for
each CPU time constraint

10 minutes CPU time

20 Best Models Found

Number of Mean (SD) Actual Rank of

Method N∗ 20 Actual Best Actual Utility Best Worst

TS 5 11 –8.36(0.29) 4 103

TA 3 10 −8.43 (0.37) 2 119

SA 1 9 −8.65 (0.64) 2 1321

MSA 3 4 −8.84 (0.51) 1 499

GA 2 1 −9.58 (0.64) 9 2379

20 minutes CPU time

20 Best Models Found

Number of Mean (SD) Actual Rank of

Method N∗ 20 Actual Best Actual Utility Best Worst

TS 15 15 –8.26(0.32) 1 153

TA 10 12 −8.30 (0.29) 1 67

SA 4 13 −8.32 (0.30) 1 102

MSA 3 8 −8.57 (0.43) 1 190

GA 1 3 −9.22 (0.77) 6 5562

inherent in GA makes insufficient use of the modest amount of continuity present
in our problem, while TS appears to achieve a happy balance between local ex-
ploration of good models and occasional leaps into fruitful new territory. It is the
diversification stage of TS that appears to give it the edge over TA and SA in this
problem.

7. Sensitivity Analysis

We have conducted three types of sensitivity analyses to explore the robustness of
our problem formulation and preliminary findings, as follows.

− How sensitive are the optimality results to our specific choice ofClm, the pen-
alties and rewards for prediction accuracy, andcj , the data collection marginal
costs per variable? Starting with the values noted in Section 2, we multiplied
all theClm by κ = 2,3, . . . ,8 and 1

2,
1
3, . . . ,

1
8 (holding the data collection
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costs constant at their Section 2 values throughout) and recomputed the 20
best models in each instance in thep = 14 case. Results were highly stable:
for instance, withκ = 2, 14 of the original 20 best models were still among
the 20 best, and for 11 of the 14 variables, the frequencies of occurrence in the
20 best models differed by 10% or less. We then multiplied all thecj by the
sameκ values (this time holding the penalties and rewards constant at their
Section 2 values) and again recomputed the 20 best models. Here the findings
were even more robust: for example, withκ = 2, 18 of the original 20 best
were still among the new 20 best, and for all 14 variables, the frequencies of
occurrence in the 20 best models differed by 10% or less uniformly.

− When constructing an admission sickness scale from available predictorsxj , it
is possible to include not only main effects (thexj themselves) but also inter-

actions and quadratic terms (of the form
(
xj − x̄j

)
(xk − x̄k) and

(
xj − x̄j

)2
,

respectively). How sensitive are the results presented here to omission of inter-
action and quadratic terms among the predictors? As an approximate answer
to this question, we used the entire pneumonia data set (n = 2,532) to find all
2-way interactions (including quadratic terms) among the 14 variables which
hadz = |β̂/ŜE(β̂)| > 2 when added one by one to the 14-variable model
(hereŜE(β̂) is the maximum likelihood standard error ofβ̂) – there were 5
such interactions out of a possible 105. We then used TS with 20, 40, 80,
160, and 320 min of CPU time at 400MHz on the 19-variable model formed
by adding the 5 new interaction terms. With a CPU time limit of 20 min,
only one interaction appeared among the 20 best models, and for CPU time
constraints in excess of 40 min none of the interactions appeared among the
20 best. We conclude that interactions play only a minor role in this problem
and their omission has little effect on our findings.

− All of our main runs were withnM
n
= 2

3. How sensitive are the optimality res-
ults to the relative choice ofnM andnV? To address this question we repeated
the brute-force full enumeration summarized in Figure 1 but withnM

n
= 1

3
(and additionally we repeated the full-enumeration run withnM

n
= 2

3 using
different random number seeds). The median rank correlation among the 20
best models across these three sets of full enumeration results was+0.81
(minimum+0.69, maximum+0.86), indicating strong agreement no matter
which value ofnM

n
(or random seed) was used, and the graph corresponding

to Figure 1 withnM
n
= 1

3 was almost identical.

8. Discussion

In this paper we have presented preliminary results on the use of stochastic optim-
ization to solve an important problem in health policy, focusing on problem formu-
lation and some implementation details along the way. Ongoing work includes the
following:
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− Conducting a large simulation experiment to investigate the quality of the
solutions from each optimization method as a function of the method’s inputs
(for example, what are the best settings for TS with respect to number of
intensification versus diversification searches?);

− Creating hybrid methods by combining several approaches (for example, an
initial round of TS to identify promising models followed by a series of short
SA runs involving rapid cooling from each of these candidate neighborhoods),
and parallelizing the stochastic optimization to reduce computational time;

− Increasing the number of predictors top = 83 (the full pneumonia model) and
making a comparative study of the same stochastic optimization techniques in
this much larger solution space; and

− Drawing conclusions about which optimization methods perform best in our
problem for a given amount of CPU time as a function ofp.

We expect that the final results from this project will have both a practical payoff
for health policy and broader implications for stochastic optimization.
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Appendix

In the version of tabu search used to produce the results in Table 3 we chose the
following user-defined settings: a tabu list size of 7,r repetitions of the whole
search process (wherer varied from 1 to 11 as a function ofN and the amount of
CPU time allowed), 6 preliminary searches, 9 intensification searches, a maximum
of 4 random restarts within each intensification search (a restart occurred whenever
the globally best solution found so far was located), and 2 diversification searches.
Our version of SA employed a geometric cooling schedule from a maximum tem-
perature of 1.0 to a minimum of 0.1. The version of MSA used in Table 3 was
identical to SA except with gene and allele mutation probabilities both set to 0.5.
In our version of TA we varied the threshold, on the utility scale, geometrically
throughout the run from an initial value of 1.0 to a minimum of 0.1. Finally, in
the version of GA whose results are given in Table 3 the population size was 40,
we used one-bit crossover with probability 0.7, and the mutation probability was
0.001.
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Notes

1 In the UK this approach is also referred to asleague-table quality assessment(Goldstein and
Spiegelhalter, 1996), by analogy with the process of ranking football (soccer) teams.

2 To clarify the role of the probability cutoff, for each of the 99 values ofp∗ from 0.01 to 0.99
we calculated the entries in Table 2 and the resulting predictive utilities in Equation (4), and we
chose the cutoffp∗ which maximizes this utility. In practice the optimal cutoff was typically
around 0.4.

3 This exercise took 38 days of CPU time to complete.
4 Columnk in this figure, ask runs from 0 top, is a summary of the estimated expected utilities of

all

(
p

k

)
subsets consisting ofk predictor variables (for example, while there is only one model

with no predictors at all and only one with all 14 predictors, there are 3,432 ways to choose
7 predictors from among the available 14; the column marked 7 at the bottom of the plot is a
summary of these 3,432 models.) The central rectangular part of each column (the ‘box’ portion
of the boxplot (Tukey, 1977)) runs from the 25th to the 75th percentiles of the distribution being
summarized, and the white band in the middle of the box is the median. The region between
the lower and upper square brackets contains observations that would not be unusual if drawn
from a Gaussian distribution; observations beyond this point (possible outliers) are plotted as
thin horizontal bars.

5 As a referee noted, with values ofp smaller than 14 it is possible that simpler algorithms than the
ones we study here – such as methods that make completely random proposed moves from the
current model and only accept such moves if the estimated expected utility increases – would
be highly competitive, but with even modest values ofp there are so many local optima and
they are so highly dispersed in model space that random search would be dominated by more
sophisticated methods.

6 As an example of the results in Table 3, the TS row in the part of the table based on runs with 10
minutes of CPU time is interpreted as follows: of the 20 best models TS found in the run with
N∗ = 5, 11 of these were among the list of 20 globally best models summarized in Figure 1; the
mean and SD of the actual estimated expected utilities of the 20 best models found by TS were
−8.36 and 0.29, respectively; and the best and worst models among the 20 best models found
by TS ranked 4th and 103rd best in the overall enumeration of all 16,384 models.
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20. Kvasnǐcka, V. and Pospíchal, J. (1995), Messy simulated annealing.Journal of Chemometrics,
9: 309–322.

21. Lindley, D.V. (1968), The choice of variables in multiple regression (with discussion).Journal
of the Royal Statistical Society, Series B, 30: 31–66.

22. Stander, J. and Silverman, B.W. (1994), Temperature schedules for simulated annealing.
Statistics and Computing4: 21–32.

23. Tukey, J.W. (1977),Exploratory Data Analysis.Reading, MA: Addison-Wesley.
24. Weisberg, S. (1985),Applied Linear Regression, second edition. New York: Wiley.


